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Abstract- An enormous data in World 'Vide Web and social 
media has open opportunities for business and organization to get 
the significant value that leads to efficient operations. As a result, 
Web Data Extraction has become an important tool for gathering 
and translating semi-structured documents into valuable 
information. However, one of the major challenges is dealing with 
changes from Web documents, especially emerging of JavaScript 
Web development technology that has significantly affected the 
way to embed and rendering data of Web pages. In this paper, we 
propose a design and implementation of a new Web Data 
Extraction system that aims for extracting data from JavaScript 
Web applications. The proposed system enables users to select 
valuable data from online Web documents by defining data 
extraction rules and data transformation patterns. The extraction 
engine automatically scrapes and transforms semi-structure data 
into relational data. The preliminary evaluation results showed 
that our proposed system has successfully extract data from 
modern JavaScript Web applications. 

Keywords- Information retrieval; Web Data Extraction; 
JavaScript Web application; JSON; 

I. INTRODUCTION 

With the explosive growth of the World Wide Web and 
social media, a tremendous of data has become available online 
in the form of text, photos, videos, etc. This situation opens the 
opportunity for users to benefit from the available information 
in many interesting ways, especially data analytics. With 
analytics of big data from World Wide Web and social media, 
business and organization can offer significant value that leads 
to efficient operations, higher profits and better customer's 
experience. However, the information on the World Wide Web 
and social media is mainly designed for human browsing, not in 
a structured form that can be used by other applications. Though 
many data sources are publicly available as Web services, many 
others data sources are still not accessible through a 
programming interface. As a result, the technologies for 
extracting data from Web documents, so-called Web data 
extraction, have become an importanttool for gathering data [1]. 

Web Data Extraction systems are software applications 
aiming at extracting data from Web documents and translate 
them into structured data. The common process involves 
fetching and extracting. Fetching is a process of downloading a 
Web page, which is similar to what browser does when a user 
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browses a Web page. Extracting is done later when the target 
documents are downloaded. The downloaded documents may 
be searched, parsed, formatted and then transformed into 
structured data. The process of fetching and extracting is usually 
done automatically and repeatedly in order to deliver extracted 
data into a spreadsheet, database or some other application [2]. 

One of the major challenges in Web Data Extraction is 
dealing with changes of Web document over time. Evolving of 
Web development technologies is a key factor that affects the 
structure of Web documents. For instance, emerging of 
JavaScript frameworks in Web development has significantly 
changed the way of embedding data and the rendering process 
of Web pages. 

In cases of extracting data from a traditional Web 
application, the extraction process begins with sending a request 
to the target server. In every request, the server renders data, 
embed and formatted in an HTML document, and responses it 
back to the client. With this method, a Web Data Extraction tool 
can normally process and extract data from the downloaded 
documents. In contrast to the traditional Web applications, 
modem JavaScript Web applications fetch data from Web 
servers through asynchronous JavaScript calls. The server 
returns only data (no HTML markup) to the client in an 
asynchronous manner. JavaScript code in client browsers uses 
the received data to construct the page dynamically. As a result, 
the client browser or Web Data Extraction process cannot 
receive the HTML documents and accesses DOM of the target 
Web pages with the ordinary method. Thus, extracting data from 
modem JavaScript Web applications is a new challenge for 
designing and developing a Web Data Extraction tool. 

In this paper, we propose a semi-automatic Web Data 
Extraction system that aims for extracting data from modem 
JavaScript Web applications. The proposed system is designed 
to enable end-users to select data from existing Web documents 
by defining data extraction rules and data transformation 
patterns. The extraction process is invoked automatically 
following the user-defined schedule. We have tested our 
proposed system by extracting product information from an 
online shopping Website. 
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II. BACKGROUND AND RELATED WORK 

A. Web Data Extraction 

Web Data Extraction system has been used in a variety of 
applications including document analysis, business intelligence, 
social media, analytics, etc. Systems and tools are developed for 
extracting data from unstructured documents (emails, business 
forms or technical papers) and semi-structured documents i.e. 
Web documents [3]. In this research, we focus on extracting data 
from Web documents which are massive of semi-structured 
information presented in HTML formats. To efficiently pull out 
data from HTML documents, the existing system adopts the 
broad class of techniques that is text processing, DOM parsing, 
natural language processing and machine learning [4, 5]. The 
high-efficiency algorithms and state of the art approaches are 
implemented as open-source libraries and commercial software. 

The designing of Web Data Extraction consists of two parts 
that apply two different techniques. The first part is algorithms 
for extracting data from HTML documents. Since a Web 
document is a hierarchy of HTML elements that are usually 
represented as DOM (Document Object Model), most of data 
extraction systems rely on tree-based techniques i.e. addressing, 
matching and weighing of tree nodes [6]. The second part is 
called Wrapper, which is a procedure that implements one or 
multiple data extraction algorithms [7]. To carry on with data 
extraction process, wrapper continuously runs the data 
extraction algorithms, transforms and merges them into a 
structured format. Obviously, exploiting DOM of Web 
documents is the key mechanism in existing Web Data 
Extraction approaches. 

B. JavaScript Web Application 

The growing popularity of JavaScript has changed the way 
of developing Web applications. JavaScript Web applications 
evolve the process of rendering Web page and DOM 
manipulation to offer better Web browsing experience. One of 
the widely adopted architecture for JavaScript Web application 
is Single Page Application (SPA). SPA is web application that 
fully loads all resources in the initial request. The individual 
components, including DOM, can be replaced or updated 
independently depending on user's interaction [8]. The other 
technique that adds the interactive capability to SPA is 
Asynchronous JavaScript and XML (AJAX). Instead of making 
a new request and update the whole page with new data every 
time. SPA acquires only data, usually in JSON format, from the 
server by creating a background process for sending 
asynchronous requests to the server. When the requested data 
has arrived, SPA injects the data into HTML elements by 
dynamically manipulating DOM. 

Since asynchronous data transfer and dynamic DOM 
manipulation is the key features of SPA and modem JavaScript 
Web applications, extracting data from this kind of Web 
applications has become a new limitation of existing Web Data 
Extraction system, which mainly relies on DOM processing. 
Therefore, this research aims to fmd an optimal solution which 
enables data extraction from modem JavaScript Web 
applications. 
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III. PROPOSED APPROACH 

NoSQl 

The key idea of our approach is the new design and 
implementation of data extraction engine. We propose a new 
Web Data Extraction engine that utilizes the headless browser 
for fetching Web documents and dealing with dynamically 
generated DOM. 

Rather than performing tree-based techniques on DOM, our 
approach focuses on extracting JSON data that is 
asynchronously transferred and cached inside the target Web 
documents. To accommodate end-users in the data extraction 
tasks, our approach implements a task scheduler for semi
automatic repeating the data extraction process. A configuration 
system is used to allow users to define extraction rules and other 
configurations. Data transformation is designed to translate 
semi-structured data into structured data that can be an input of 
data analytics process. In the following subsections, we describe 
the overview architecture of our approach. We also highlight the 
key ideas and techniques that we have applied to deal with 
challenges in enabling data extraction of JavaScript Web 
application. 

A. Overview 0/ Architecture 

An overview of the proposed architecture shows in Fig 1. 
The proposed system consists of 5 major modules as the 
following: 



Extraction Engine. Once the extraction process starts, 
Extraction Engine is responsible for fetching and extracting data 
corresponding to the extraction rules provided by Configuration 
Manager. 

Task Scheduler. To control schedule and frequency of 
running Extraction Engine, Task Scheduler reads configuration 
from Configuration Manager and invokes Extraction Engine 
following the user-defined schedules. 

Raw Data Storage. This module is a NoSQL data storage 
designed to keep the original JSON data which is the output of 
Extraction Engine. Once JSON data is extracted from a target 
Web document, Extraction Engine stores original version of 
JSON data in this storage. 

Data Transformation. With pre-defined rules from 
Configuration Manager, JSON data from Raw Data Storage is 
transformed into relational data and stored in a relational 
database management system by this module. Since the 
transformation rules can be added or changed later, keeping raw 
data in a separated storage gives flexibility and benefits to data 
transformation process and future data analytics. 

Configuration Manager. To enable semi-automatic data 
extraction and transformation, Configuration Manager provides 
user-defined configurations which include data extraction rules, 
invocation schedule and data transformation rules for supporting 
execution of other modules. 

B. Extraction Engine 

To deal with dynamically generated DOM used in modem 
JavaScript Websites, the extraction engine employs headless 
browser technique for fetching the target Web documents. In 
this way, other processes of Extraction Engine can extract data 
from DOM of the fetched documents as ordinary HTML 
documents that contain a static DOM. The detail process of 
Extraction Engine is illustrated in Fig 2. 

During our experiment, by analyzing DOM of tested 
Web sites, we found that modem JavaScript Websites acquire 
data from back-end Web services using ISON format and store 
the received JSON data in some part of its DOM as cached data. 
As a result, our approach leverages the embed ISON data for the 
data extraction process by using the DOM parser to extract the 
embed JSON data instead of getting text value inside HTML 
tags as implemented in the existing approaches. By extracting 
cached JSON data from the target Web documents, our proposed 
method can overcome the common problem of Web extraction 
engine, i.e. dealing with changing of DOM elements, because 
JSON data are rarely changed. Thus, the major task of 
Extraction Engine is finding and extracting JSON chunk of data 
that represents required information from the target Web pages. 

The major challenge of Extraction Engine is finding cached 
JSON data in DOM of the documents. Our solution is allowing 
users to specify target data in the form of data extraction rules. 
An example of data extraction process is shown in Fig. 3. The 
processing flow of the example can be described as following: 

Step 1. Read the DOM extraction rules from Configuration 
Manager. 

Step 2. Parse the fetched documents to create DOM tree 
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Step 3. Traverse each element in DOM tree. 

Step 4. Compare the current DOM clement with the value 
specified in the extraction rules. 

According to the " matchinlLcondition: all", DOM Parser 
traverses each element of the fetched documents and finds the 
clement that contains all the values specified in the exrraction 
rules i.e. "@type", "image", " name", "offers", and "uri". [f all 
the specific elements are found in a specific DOM element, 
DOM Parser extracts one parent level of JSON data from the 
target document, i.c. "i temListElements", which is the JSON 
collection that contains data of all products of the target 
document. Otherwise, move to the next DOM e lements (Step 3). 

Since the output JSON chuck may contain unrelated or 
uninterested data, the JSON parser is responsible for selecting 
data according to the criteria specified in the extraction rules. 
Finally, the selected JSON data is stored in the Raw Data 
Storage for the data transformation process. 

C. COlljiguratiol1 File 

The configuration fil e is defined as a well-formed JSON 
document that contains sett ing parameters for each module in a 
separated configuration section. The template of the 
configuration file and short explanation of configuration values 
in each section is illustrated in TABLE. l. 
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IV. IMPLEMENTATION 

A. System Development 

In order to enable users to easi ly extract data from Web 
documents and to experiment our solutions with the real-world 
JavaScript Web applications, we have developed our proposed 
system as a command-line application using Node.js. We have 
selected PhantomJS [9] for implementing the headless browser 
in Extraction Engine. MongoDB and MySQL arc applied for 
NoSQL data storage and ROBMS respectively. A user can start 
the extraction process by calling the system via a command-line 
tool with a va lid configuration file as a parameter. The output 
of the system is the relational data that is stored in a relational 
database corresponding to the configuration. 

B. Experimental 

We have conducted a preliminary evaluat ion of our system 
using a data extraction scenarios. 

Scenario, Extract product iI?!ormatiol/ from a shopping 
Websites: This scenario simulates a data gathering task that 
aims to collect product information, including name, 
description, and prices, from a shopping Website. We 
selected Lazada [10]. the top shopping online Website of 
Thai land, as the target Website for this scenario. The 
extraction rules and con figurations were set to retrieve 
name, description and price of selected product categories. 
The expected extraction result is a time series of data that 
can express pricing trend and support price prediction in the 
future. The frequency of extraction was set to one time per 
day due to the discount campaign of Lazada which not 
commonly change with in a day. An example of target Web 
document of th is scenario shows in Fig. 4. 
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Fig. 4. An Example of target document oflhe expcrimcnl 
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C. Result and Discussioll 

The experiment was designed to let our sys tem extracts 30 
product infomlation from 3 different groups of the product 
represented by 3 URL Parameters. Each URL Parameter was 
testcd with 5 differcnt DOM extraction configurations. The 
result column represents the number of the record that is 
extracted and storcd in thc relational database. The extracted 
items werc comparcd with original infonnation to dctcnnine 
accuracy and invalidity, as disp layed in the invalid column. The 

evaluation result is illustrated in TABLE. 11 

The result shows that our system has successfully extracted 
the intcrested data from the target Web documents. However, 
invalid items were found when the DOM extrac tion 
configurations are not correct ly set. We found that JSON data of 
the target Website is distributed in many locations of DOM. 
Consequently, the tirst and second try of our experiment has 
failed because the number of matching keywords in tJle 
extraction rule is not enough to distinguish the cached JSON 
data. Thus, se lecting efficient keywords for DOM extraction 
rule is an important factor for our approach. Moreover, there are 
some considerations and limitations that should be discussed. 

J) JavaScript page lIavigation: In some scenario, modem 
Javascript \Veb applicat ions implement its navigat ion system 
using lazy loading technique. The first request wil l receive only 
first set of data . The remaining data will be fetched by clicking 
a button, which is sending ano ther request to request next set of 
data from the back-end sys tem. As a resu lt , we have to add more 
URL parameter to the configuration to simulate a request that 
fe tches least recent data . In order to automatica lly navigate 
through all data, this feature should be added to Extraction 
Engine. 

2) Duplicate data: Since we cannot perfectly sel the 
Frequency of ex tract ion to match the changes of data in the 
target Web si tes, repeatedly extracting the same documents has 
caused duplicate records in both scenarios. Thus, we have 
added a configuration setting, i.e. "allow_dupplica te", to enable 
the user to specify wheater duplication is allow or not. 

3) Limitatioll: Our proposed system is designed to extract 
the JSON data from the target Web documents. The target Web 
si tes are required to expose JSON data in their DOM. However, 
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to be seen and ranked by the search engines, some modem 
JavaScript applications render their pages from server-side as 
ordinary client-server Web applications. Thus, we believe that 
extracting data from DOM is still an important technique for 
the Web data extraction. As for the future work, we have 
planned to integrate state of the art DOM extraction techniques 
with our proposed method to allow universa l Web data 
extraction . 

v. CONCLUStON 

This paper has presented a semi-au tomatic Web data 
extraction system that aims for extract ing data from modem 
JavaScript Web applications. The proposed system enables 
users to selec t data from existing Web documents by defining 
extraction rules, schedules, storage and da ta transfonnation 
logic. The design of Web data extraction engine that utilizes the 
headless browser for fetching dynamic Web documents and the 
application of DOM parser techniques to extract the embed 
JSON data have presented and implemented as a command-line 
tool. The preliminary evaluation results have shown that our 
proposed system has successfully extrac t data From modern 
JavaScript \Veb app lications I. e. online shopping. The 
limitations and future work have also been discussed. 
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ABSTRACT 
In literature, individuals, organizations, and technology can all 
been modelled as systems. This paper justifies the need for, and 
describes the development of a dual aspect model, which can be 
used to model and manage the interaction, alignment, and conflict 
between systems. Our initial dual aspect model consisted of 
overlapping semiotic onions [14], however model results did not 
match empirical data When onion layer orders were adapted to 
reflect Hall's Major Triad definitions [6], system layer interaction 
was found to fit well with empirical data collected within modem 
organizations. Decomposition of the model allows academics and 
/ or practitioners to consider systems alignment stages. Moreover, 
correction of layer definitions facilitates consideration of norms 
at the core belief / conceptual level, which supports analysis of 
human intention. In summary, this paper proposes a newly 
validated four layered onion structure and the dual alignment 
pathways, which can be used together to consistently represent 
and manage alignment between systems (i.e. individuals, 
technologies andlor organizational systems). The overlapping of 
these onions, can also be used to study the technical, formal, and 
informal interplay between individual, organizational and 
technology aspects. 

CCS Concepts 
Knowledge Representation Formalisms and Methods ~ 
Representations (procedural and rule-based) ~ Modeling 
Systems Alignment. 

General Terms 
Management, Measurement, Documentation, Design, Human 
Factors, Standardization, Languages, Verification. 

Keywords 
Dual Aspect; Individual; Organization; Technology; Systems 
Alignmentl 

1. 'CRUCIAL TRIO' AND SYSTEM 
ASPECTS 
All systems have an input phase, a process capability, an output 
phase, feedback, and a boundary [11]; where the definition of the 
boundary defines the scope of the focal system. Accordingly, 
business success depends upon the alignment of multiple 
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systems/aspects, i.e. technology, individuals (i.e. business 
stakeholders), andlor technology. Literature implies, however, 
that individuals, organizations, and technologies can all been 
modelled as systems [10]. Hall [6], whist studying culture, and 
was the fIrst person to propose the "crucial trio", which divides a 
system into three different layers, i.e. formal, informal and 
technical. Hall defined formal norms as being at the core layer, 
which relates to the concepts/reasons behind the existence of the 
system; i.e. the system's pwpose. Informal adaptation, the middle 
layer, defines the ways in which the formal concept will be 
practically expressed in society. The technical layer, the outer 
concentric circle, relates to the physical enactment of the 
expression of the concept [6], via use of tools, rules, processes, 
etc. Hall's concentric 'crucial trio' layers, allowed Hall to 
consider the internal alignment of human activity (e.g. play, 
learning, interaction, etc.) in order to assess the conflict between 
individuals with different learnt backgrounds andlor cultures. To 
consider the interaction of organizational systems, Stamper [13] 
changed the order and defmition of Hall's "crucial trio", and 
developed the 'organizational onion', which has been widely 
adopted within the semiotic community (figure 1). Wiafe et al. 
r 16], for example, adapted the semiotic onion to consider the 
factors influencing the selection of persuasive technologies. 
Jacobs and Nakata [7], applied the organizational onion to 
analyze social media usage within an organization. Chai
Arayalert and Nakata [3] adopted the organizational onion in the 
knowledge management domain, where they used the three layers 
to classity the context of knowledge transfer between two 
organizations, the source and the recipient Li et a1. [9] used the 
organizational onion's three layers, to develop integrated health 
clinical pathways, and proposed a systems architecture by 
classifying individual practical treatments. 

Interestingly when the definitions used by Hall's and Stamper's 
were critically assessed, despite use ofthe same words, there were 
key differences in the defmitions and orderllayout of layers (see 
table 1). 

The Technical dimension in Hall's crucial trio, unlike Stamper's 
defInition, included consideration of written information (i.e. 
rules, processes); and did not just consider the technology 
developed to automate the system. Formal written information 
was dealt separately within Stamper's 'Formal layer' definition, 
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yet this resulted in a change in order of layers - see table 2. 
In formal was found to be consistent between the Hall and 
Stamper. The Fonnal layer, as defined in Hall 's mode l, whi ch 
re lates to the individual's beliefs, docs not have an equivalent 
layer in Stamper's semiotic onion. Table 2 shows alignment of 
the Stamper's onion and HaU 's crucial trio layers. 

Table 1: Comparison of Crucial Trio and Organizational 
Onion 

Layer 1 
(core) 

Laye r 2 

Layer 3 
(ouler) 

Hall's cruci :l l trio Stamper ' s onion 

formal - bel iefs Technica l - techno logy, 
software systems 

Infomlal- behavior, Fomlal- written rules, 
acti on processes 

Technica l - logics, Infonllal - meanings, 
tools, rules, intentions, beliefs 
processes 

Infonn'lllnfofluation System 
(Meanings. illentions, beliefs, 

responsabilities) 

FOl ll1 al bllolmation 
System 

(Form an d rule) 

Technlc. alinfollllillion 
System 

(Software system) 

Figure I : Org:miz:ltional Onion adapted from Stamper 
(14( 

System A 

Figure 2: Stamper's Interaction Modcl- modeling the 
Interaction of Aspects 
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Table 2: Mapping of Crucial Trio and Organizational 
Onion 

HaU' s crucial trio Stamper's onion 

Fonnal (F) 

Infonnal (I) Infonnal (I) 

Technica l (T) Formal- written rules, processes (F) 

Technical (n Technica l - technology (T) 

2, CONSlDERING SYSTEMS 
INTERACTION 
When two systems interact, alignment of key nomlS is essential if 
the systems are going to work together. Failure to achieve 
al ignment is likely to result in systems either conflicting, or being 
rejected [1]. If, for example, a business was seeking the 
introduct ion of an ERP systcm, the business would seck to 
minimize informal, forma l, and technical confli ct between the 
organizat ion and the new software [4, 12]. Alignmen t between the 
organization and the new system limi ts fai lure ri sk andlor 
unnecessary cost faced by the organization in technology 
customization or reengineering of existing business processes 
(15]. AJignment between norms is therefore critical to systems 
alignment, yet analyzing confli cting norms is difficult. We need 
to compare system layers, yet since the definition and flow 
between layers is fundamentally different in the work of Hall and 
Stamper (table 2). which model should be used in context of 
system confli ct analysis? 

To investigate the interaction of systems we investigated the 
in terplay of two overlapping semiotic onions (see figure 2), which 
we termed 'Stampers Interaction Model' , To allow 
experimentation, this model directly adopted Stampers 
defi nitions of terms and/or the flow of dependencies. "', the outer 
concentric circle, represents infonnal activity. ' F', the middle 
concentri c circle, represents formal rule-based acti vily. 'T', the 
core concentric circle, represents technical tools. When two 
systems fully interact, nine poss ible interaction points are 
identi fied between the two systems; hi ghlighted by an 
alphabetical code (i.e. TI TF, TT, FT, IT, FI, FF, IF, II). The left 
alphabetical leuer represents the nonn layer of System A, and the 
right alphabetical leiter represents the norm layer of System 8. 
TF, for example, represents technology in System A that is not 
currently supported by andlor used in System 8. 

3, QUESTIONNAffiE DESIGN 
To collect empirical data, we designed a questionnaire that 
consisted of two p..'l rts. Part one asked participants in industry 
about the technologies currently being adoptcd within their 
business. Respondcnts answered part two for each technology 
considered in part one. Part two has three sub secti ons: i) 
technology perception; ii) cognitive di ssonance; iii) dual aspect. 
Section 1 uses the Kana et al. (8] model to compare a positive 
question and a negative question, on a 5-point Likert scale, in 
order to identify how respondents, perceive the particular 
technology. The Kana el a l. model, depending on rcsponses, 
delines technology as being either: must-be, one-dimensional , 
anractive, indifferent, and reversa l [16]. Must-be (M) means that 
the technology fulfils basic needs. Removing the technology will 
cause user dissatisfaction, as the technology is critical to basic 
needs. One-dimensional (0) means that an increased use of the 



technology results in increased satisfacti on. Although not 
essential to basic functional needs, there is a lack of fu lfilment 
when it is not there. Attractive (A) means that usc of the 
technology satisfies the individuals. though individuals do not 
actually need it to meet ,my functional needs. Removal of an 

S t ~ys em A 

attractive teclmology will not cause dissati sfaction, as use of the 
technology was des irable, but not expected. Indi fferent (I) means 
that individuals do not respond to, or care about, the presence of 
the technology. Reversal (R) means that technology fulfils the 
individual needs, yet causes di ssat isfaction when used. 

S t ~ys em B 

TI=CNT+CCB TF=CNT+CCP TT = CNT+CCT FT=CNP+CCT IT=CNB+CCT 

FI=CNP+CCB FF =CNP+CCP IF =CNB+CCP 

II =CNB+CCB 

Figure 3: Mapping of the questionnaire items with Dual Alignment Model 

Section 2 used 3D-RAB instrument questi ons [1 5] to measure the 
respondent' s cognitive dissonance state concerning use of the 
technology. Wiafe et al. [16] designed a model explaining the 
relationship between attitude and behavior, which includes cleven 
operationalized items to measure: current behavior (CB, I item); 
altitude towards target behavior (AlTB, 3 items); attitude towards 
changing behavior (ATCS, 3 items) and the attitude towards 
maintain ing behavior (ATMB, 4 items). In section 3, eight 
statcmcnts were used to evaluate informal , formal , and tcchnical 
change within the dual aspect model. 

4. DATA COLLECTION AND ANALYSIS 
Data was collected from 217 respondents who worked in 
technology companies (in Thailand). Valid data contained 
information about 25 1 different technologies. Sample numbers 
were sufficient to confirm the reliability and validity of the study 
[2J. To support validation, respondent feedback was assigned into 
two groups: inexperienced user group (CB-) and experienced user 
group (C8+). The Cronbach's alpha and exploratory factor analysis 
showed slrong reliability, i.e. with Cronbach's alphas 0 .899, 0.788 
for respect ively A ITS and ATCMS of the inexperienced group, 
and 0.91 7, 0.687 for the experienced group. Exploratory factor 
analysis (EF A) showed that fac tor loading for ATMB03 was below 
the recommended value of 0.45 (as recommended by Hair et a l. 
[5]), however the CFA fit index decreased when the variable was 
removed (CFI reduced from .990 to .985, and GFI from .968 to 
.967). Accordingly, although low, ATMB03 was left in the model 
for further analysis due to evidence meanings to the theoretical 
construct [5]. 

4.1 Dual Aspect Factors 
Part 2. section 3, of the questionnaire consisted of eight statements. 
Statement 2 (CNT: The new techno logy is required to be 
customized as it doesn't fit well at the first place.), statement 4 
(CNP: The new process needs to change to fit with the current 
business system.) and statement 7 (CNB: Interaction with the 
adopting technology is required to be customized to minimize 
impacts to people 's behavior.) were used to collect information 
about attitude toward changing the new system. Statement 3 (CCT: 
The existing technology is required to be cllstomized to be 
compatible with the adopting technology.), statement 5 (CCP: The 
ex.isting process is required to change to support the new adopting 
process.) and statement 6 (CCB: People will need to change their 
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way they work once the tcchnology is adopted in place.) were used 
to represent altitude towards changing the current system). 
Statements were mapped to nine 'dummy' dual-aspect interaction 
points (TI, TF. TT, FT, IT, FF, FI, II, and IF) - see figure 3. 

Confirmatory factor analysis (CF A) was used to test the loading 
between dual-aspect interaction po ints and three latent variables, 
i.e. Technology Conflict (Technology) = IT+TJ+TF, Process 
Conflict (Process) = FT+FF+FI, and People's behavior Connie! 
(Peop le Behavior) = IT +IF+JI. SEM analys is for dual aspect factors 
(see fi gure 4) supports use of the SEM latent variables, yet when 
tested the dependence of model layers did not match empiri cal data. 

Figure 4: SEM Measurement Model (Confirmatory Factor 
Analysis) for Dual Aspects - including latent variables. 

4.2 Reconsidering Layer Order 
In table 2, we showed that the Formal layer in Hall 's model, which 
relates to the individual's background beliefs, does not have an 
equivalent layer in Stampcr's model. This study argues that internal 
core dimension, i.e. that relate to int ernal individual 
belicfs/concepts, should not be seen as informal , yet should instead 
be allocated a separa te layer in the model. In our study, and for the 
sake of analysis, cogn iti ve di ssonance was used to express the 
central (belief) cognitive dimensions of an individual , which we 



will have termed "Concept (C)" in line with !-IaH's definition (see 
table3). 

Table 3: Mapping of C rucial Trio and Organizational 
Onion 

Hall's crucial trio Stamper's onion 
Formal (F) Concept (C) 

Informal (I) Infomlal (I) 

Technical (1") Formal written rules, processes (F) 

Tcch ni ca l (n Tcchnical - technology (1) 

Figure 5; SEM Model 

Figure 6: Dual Aspect Model 

A SEM structural model was developed and tested to investigate 
the fl ow and relationships between infomlal . fomlal, informal, 
conceptual layers (sec figure 5). Results show that ' Technology 
misalignment ' affec ts both ' Process misalignment' (0.245***) and 
' People behavior misalignment' (0.697***). ' Process 
misalignment ', influences ' People behavior alignment' (0.441***), 
which in turn has a relationship with individua l ' Dissonance statc' 
(-0.704*). Lastly 'Cognitive dissonance' affccts 'Technology 
perception ' (-.084***). 
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" C. T __ CF ___ C'..;; .. . . . . £_'C __ F. C __ T.C." 

AligI1lTlef1t 
System A System B 

3.3 3 .• , 

Conlliet t"novatlonlTechootogy 

Figure 7: Dual Alignment Pathways 

Although Stamper's semioti c onion implies that teclmology is 
dependent on infonnal rul es, which is dependent on formal 
structures, empirical results actually suggest that technical conflict 
can influence process conflict, which in turn can result in 
behavioral conflict. A direct link was also identified between 
technology conflict and informal behavior, implying that 
technology use direct ly influences infomlal behavior. Data implies 
that, in context of system adoption, that conflict in behavior is 
driven by technical conflict, which is at odds with Stamper's 
Semiotic Onion. Result s support the use of Stamper's layer 
derinit ions [1 3]; assuming inclus ion of an additional concept laye r, 
and the reversal of layer orders (see figure 6). 

The empirically validated Dual Aspect Model (figure 6), allows us 
to consider the interaction of norms in two systems (either/or 
technical , human, and/or organizational), by identifyi ng whether 
confl ict exist within 16 interacti on points (see figure 6 and 7). To 
ach ieve informal alignment, empirical results imply that technical 
and formal alignment must first be achieved. Alignment can be 
achieved by changing either system A to align to system B - left 
hand paths in figure 7 (2. 1, 3. 1, 3.3) - or by changing system B to 
align to system A- ri ght hand paths in figure 7 (2.2, 3.2, 3.4). If 
neither system can, or will not, change to facilitate alignment then 
the conflict will not be resolved unless a workaround can be 
fonnally defined. 

The authors believe that the proposed Dual Aspect Model, can be 
practicall y adopted to assess conflict between any systems (i.e. 
people, organizations, and/or technology systems). If, for example, 
a company were to implement an ERP, then the company could use 
the Dual Aspect Model, supported by the Dual Alignment pathway, 
to systematically assess potential noml conflicts, between the 
company and new technology, and/or iteratively manage the 
pathway of customization andlor Business Process Reengineering 
in advance of system roll-out. Thc proposed model , by considering 
the human dimension, also facilitates consideration of potentia l 
confl ict with human stakeholders; something that has been shown 
to be critical to IS implementati on success [13]. Although the 
authors believe that conceptual alignment in business may not be 
required to support business use (see figure 7), misalignment with 
people can result in damaging cognitive dissonance, resulting in 
systems misuse. 



5. CONCLUSION AND DISCUSSION 
Literature talks about individuals, organizations, and technology as 
being systems, but top date there has been no effective way to 
model the conflict andlor guide practitioners toward systems 
alignment This paper introduced the work of both Stamper [14] 
and Hall [6] and proposed a need to model and manage the 
interaction, alignment, and conflict between systems. Empirical 
results supported the use of Stamper's layers definitions (i.e. T, I, 
F), yet suggested the additional inclusion of a concept layer, which 
was present in Hall's original definition; and facilitates 
consideration of the core beliefs / concepts. Moreover, findings 
imply was required in the order of layer dependencies, which 
implies it is possible gain technology alignment between systems 
without having to ensure formal process andlor informal alignment 
first, which was implied by Stamper. 

In summary, this paper proposes a validated four-layered onion 
structure, and the resultant Dual Aligrunent Pathways, which can 
be used to consistently model and management system conflict. 
The overlapping of these onions, can also be used to study the 
technical, formal, and informal interplay between systems, and the 
dual alignment pathways, can be used to practically manage system 
change in order to support practitioners in management of conflict. 
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